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Abstract Artificial intelligence has become an increasingly used trend in different sectors; there are 

applications that affect how people work, study and relate. For this reason, it is increasingly necessary to 

identify and address the ethical implications that these types of tools bring with them. Based on the above, 

this document provides a bibliometric analysis that aims to comprehensively address the multidimensional 

aspects of ethics in Artificial Intelligence. For this, a search was carried out in the SCOPUS academic 

database in a period of time ranging from 2013 to 2023 in which thematic areas such as Engineering, 

Education, Law, Philosophy, Computer Science, Business and Sociology were addressed. The results of this 

process show that there has been exponential growth in scientific production in this field since 2020; 

Likewise, it is possible to identify nine clusters in which the documents in this area are grouped, among which 

Ethics and Principles, AI in Education and Explainability and Interpretability stand out. In practical terms, it 

is hoped that this document will allow interested persons addressing the ethical elements of artificial 

intelligence to identify relevant areas and locate their own research. 

Resumen La inteligencia artificial se ha convertido en una tendencia cada vez más utilizada en diferentes 

sectores; existen aplicaciones que afectan a la forma de trabajar, estudiar y relacionarse de las personas. Por 

esta razón, es cada vez más necesario identificar y abordar las implicaciones éticas que este tipo de 

herramientas traen consigo. Con base en lo anterior, este documento ofrece un análisis bibliométrico que 

pretende abordar de manera integral los aspectos multidimensionales de la ética en la Inteligencia Artificial. 

Para ello, se realizó una búsqueda en la base de datos académica SCOPUS en un periodo de tiempo que va de 

2013 a 2023 en la que se abordaron áreas temáticas como Ingeniería, Educación, Derecho, Filosofía, 

Informática, Negocios y Sociología. Los resultados de este proceso muestran que ha habido un crecimiento 

exponencial de la producción científica en este campo desde 2020; asimismo, es posible identificar nueve 
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clústeres en los que se agrupan los documentos de esta área, entre los que destacan Ética y Principios, IA en 

Educación y Explicabilidad e Interpretabilidad. En términos prácticos, se espera que este documento permita 

a las personas interesadas en abordar los elementos éticos de la inteligencia artificial identificar las áreas 

relevantes y localizar sus propias investigaciones. 

Keywords: AI in Education, Artificial Intelligence, Bibliometric Analysis, Intelligent Tutoring Systems, 

Ethics and AI. 

Palabras clave: IA en Educación, Inteligencia Artificial, Análisis Bibliométrico, Sistemas Tutores 

Inteligentes, Ética e IA. 

1 Introduction 

Currently, there is evidence of exponential growth in the use of artificial intelligence (AI) in various 

sectors, with the educational field being one of the most impacted. This emerging technology, with its vast 

potential, promises to revolutionize the way teaching and learning are conducted. However, the 

implementation of AI in education is not without significant challenges, especially regarding ethical and 

practical aspects. 

AI offers the possibility of personalizing education, tailoring it to the individual needs of each student. 

However, its application can also present ethical risks and challenges. In this context, ethics in AI has become 

a crucial topic. The proper appropriation of ethical frameworks for the application of AI in higher education is 

essential to ensure that AI is used responsibly, fairly, and transparently, considering the particularities of 

educational processes. To understand the considerations stipulated in ethical frameworks, various ethical 

theories must be considered; one of the most relevant theories in this area is the ethics of technology [1], 

which focuses on reflecting on the nature and impact of technology on society and human life. Therefore, AI, 

being a technological development, must consider the ethical principles already established in other 

international ethical frameworks, such as other theories like the ethics of responsibility [2], which focuses on 

making ethical decisions based on the consequences of actions, and the ethics of justice [3], which focuses on 

fairness and the fair distribution of resources and benefits. 

Based on its ethical and philosophical foundation, some of the most common principles for the application 

of artificial intelligence are documented [4]: 

• Transparency: Decisions made by AI systems must be explainable and understandable to users and

those affected by them.

• Responsibility: Developers, manufacturers, and users of AI systems must be accountable for their use

and the effects they may have.

• Justice: AI systems must be designed and used fairly, without discrimination or unfair biases.

• Privacy: AI systems must protect the privacy and rights of individuals and respect data protection

laws and regulations.

• Security: AI systems must be secure and protect people from physical or psychological harm.

• Confidentiality: Personal data of users and those affected by AI systems must be treated

confidentially and protected from any unauthorized access.

• Sustainability: AI systems must be designed and used sustainably and respect the environment.

These general principles must be contextualized in their different fields of action. Based on the above, a 

search was carried out in the SCOPUS academic database in a period of time ranging from 2013 to 2023, 

addressing thematic areas such as Engineering, Education, Law, Philosophy, Computer Science, Business, 

and Sociology. 
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This document begins by making an approach to the method used for the bibliographic analysis process, 

subsequently an approach is made to the results obtained in different sections ranging from the analysis of the 

sources, the most influential authors on the subject, an analysis of keywords. and text. Finally, the clusters 

that emerge when reviewing the ethical aspects of AI are shown. 

2 Method 

[5] proposes systematic reviews as a type of scientific research that aims to objectively and systematically 

integrate the results of empirical studies on a specific research problem, in order to determine the “state of the 

art” in that field of research. study. When reviewing these topics, it is essential to define the search process 

and with it the source or sources that were consulted [6]; additionally, the other fundamental factor is the 

definition of the search equation. 

To carry out the process of systematic literature search on ethical aspects in AI with Educational Insights, 

the three steps proposed by [7] were executed: 

• Step 1 - Planning: the problem to be solved through the search was formulated and

the search equation was established and the source of information where this

process would be carried out was defined.

• Step 2 - Execution: The search equation was applied to the defined database and the

quantity and specificity of the results were reviewed.

• Step 3 - Report: finally, the classification, bibliometric analysis and presentation of

the results were carried out.

Based on the above, for this process, a series of thesauri were drawn upon to serve as a reference 

framework for this bibliometric research, aiming to comprehensively address the multi-dimensional aspects of 

ethics in Artificial Intelligence (AI). Included in these thesauri are terms like 'AI Ethics,' 'Artificial 

Intelligence Ethics,' 'Ethical Frameworks,' and 'Ethical Guidelines,' which focus on the ethical and moral 

principles involved in the design and implementation of AI. Additionally, specific areas such as 'Ethics in 

Education' and 'AI in Education' were considered, as they explore the impact of AI within the educational 

sector. The approach also incorporates terms that focus on attributes and principles like 'Transparency in AI,' 

'Accountability in AI,' 'Fairness in AI,' 'Explainable AI' (also known as 'XAI'), 'Algorithmic Bias,' and 

'Algorithmic Fairness.' These terms are crucial for understanding aspects like transparency, accountability, 

and fairness in AI systems. 

Utilizing the selected thesauri, a search equation was formulated to identify academic articles that address 

these topics. The equation was applied to the SCOPUS academic database and encompasses a timespan 

ranging from 2013 to 2023. Thematic areas such as Engineering, Education, Law, Philosophy, Computer 

Science, Business, and Sociology were targeted. The developed equation is as follows, see equation 1.  

(TITLE-ABS-KEY("AI Ethics" OR "Artificial Intelligence Ethics" OR "Ethical 

Frameworks" OR "Ethical Guidelines" OR "Ethical AI" OR "Ethics in AI" OR "Ethics in 

Education" OR "AI in Education" OR "Artificial Intelligence in Education" OR 

"Educational AI") OR TITLE-ABS-KEY("Transparency in AI" OR "Accountability in 

AI" OR "Fairness in AI" OR "Explainable AI" OR "XAI") OR TITLE-ABS-

KEY("Algorithmic Bias" OR "Algorithmic Fairness")) AND PUBYEAR > 2012 AND 

PUBYEAR < 2024 AND (LIMIT-TO(DOCTYPE, "ar")) AND (LIMIT-TO(SUBJAREA, 

"ENGI") OR LIMIT-TO(SUBJAREA, "EDUC") OR LIMIT-TO(SUBJAREA, "LAW") 

OR LIMIT-TO(SUBJAREA, "PHIL") OR LIMIT-TO(SUBJAREA, "COMP") OR 

LIMIT-TO(SUBJAREA, "BUSI") OR LIMIT-TO(SUBJAREA, "SOCI")) 

(1) 
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The search equation serves as the backbone for this bibliometric analysis, allowing the ethical landscape 

and evolution of artificial intelligence applications to be comprehensively mapped. 

The initial bibliometric data set, or Corpus, comprising 4462 documents, is subjected to Bradford Law 

analysis [8] to filter the bibliographic dataset, see TABLE I. For the purposes of this work, only the Core 

Zone and Zone 2 will be utilized. This approach serves to make the bibliometric analysis more manageable 

and efficient by reducing the Corpus from 4461 to 2991 documents, while minimizing bias. This reduction 

accounts for 72.5% of the original authors and includes 23.6% of the most representative sources.  

TABLE I. Filter Sources by Bradford Law Zones 

Filter by Documents Sources Authors 

All Sources 4461 – 100% 1660 – 100% 12386 – 100% 

Core Sources 1474 – 33,04% 53 – 3,2% 4850 – 39,1% 

Core + Zone 2 

Sources 

2991 – 67% 392 – 23,6% 8985 – 72,5% 

Additionally, when further filtered to include only documents in English, a corpus is obtained consisting 

of 2948 documents, 384 sources, and 8905 authors. From a general perspective, the corpus is composed of 

relatively recent documents, with an average document age being recorded at 1.71 years, and significant 

growth having been observed since the year 2019, see FIGURE 1. 

FIGURE 1. The Annual Growth Rate is Depicted at 40,3% for Annual Scientific Production 
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3 Sources 

According to Bradford's Law, as depicted in FIGURE 2, a concentration of articles within a select group 

of journals that constitute the core zone (Zone 1) of the study is observed. 'IEEE Access' is identified as the 

most prolific source with 145 articles, closely followed by 'AI and Society' with 92 articles, and 'Applied 

Sciences (Switzerland)' with 78 articles. Significant contributions are also made by journals such as 'Sensors' 

and 'International Journal of Artificial Intelligence in Education,' which account for 54 and 48 articles, 

respectively. The core collection is further enriched by journals like 'Journal of Medical Ethics' and 'Science 

and Engineering Ethics,' which serve as primary reservoirs of high-quality literature in the field under 

investigation. A substantial portion of the articles in the corpus (approximately 33,7%) is found to be 

accounted for by these leading journals, emphasizing their pivotal role in shaping the ethical discourse around 

artificial intelligence. 

FIGURE 2. Core Sources by Bradford's Law, the corpus is found to be dominated by 22 most relevant sources. In 

descending order, the first 10 sources: IEEE Access,  Ai And Society,  Applied Sciences (Switzerland), Sensors, 

International Journal Of Artificial Intelligence In Education, Journal Of Medical Ethics, Science And Engineering Ethics, 

Bmc Medical Ethics,  Sustainability (Switzerland),Frontiers In Artificial Intelligence. 

4 Contributing authors 

In the field of ethics in artificial intelligence, significant prominence has been observed among certain 

authors, such as LEE S, HOLZINGER A, and FLORIDI L, who have been featured across multiple 

categories, see FIGURE 3. This indicates their substantial influence and preeminence. For instance, LEE S is 

not only one of the most relevant authors in terms of the number of articles and their fractional contribution, 

but also possesses high H and G indices in the local impact analysis, see TABLE II. Additionally, a 

fascinating divergence is noted between the most locally cited authors, like HOWE B, JAGADISH H, 

STOYANOVICH J, and those with high local impact and global relevance. This divergence might suggest 

that some authors are highly valued in specific discussions within the field, while others hold broader, more 

general influence. The impact and relevance indicators, including H, G, and M indices, along with total 

citations (TC) and the number of publications (NP), provide a detailed view of each author’s impact. Notably, 

HOLZINGER A and FLORIDI L exhibit high h and g indices, as well as a high number of total citations, 

suggesting that their works are quantitatively significant and widely recognized and cited within the academic 

community. The publication start date (PY_start) in the local impact analysis offers insights into the trajectory 

and currency of the authors in the field. Authors like SAMEK W and ALI S, with more recent publication 

starts (2021 and 2022, respectively) and high indices, are indicative of emerging figures and current trends in 

AI ethics.  



6 Intelética 3 (2025) 

FIGURE 3. Featured in Image A is the analysis of 'Most Local Cited Authors, detailing the count of local citations per 

author. Image B presents the Authors' Local Impact analysis, indicating each author's h-index. Image C illustrates the 

Most Relevant Authors analysis, showing both the total number of articles by each author and the fractional contribution 

to the field. These visualizations collectively underscore the varied dimensions of authorial impact within the study of 

ethics in artificial intelligence. 

The integration of these data fosters a richer and more nuanced understanding of the field. While some 

authors are key in terms of local citation influence, others make significant contributions through frequent and 

high-quality publications. This amalgamation of metrics assists in identifying both established and emerging 

figures in the ethics of AI. 

TABLE II. Authors' Local Impact Indicators in Artificial Intelligence Ethics Research 

Element h_index g_index m_index TC NP PY_start 

HOLZINGER A 11 15 1.833 666 15 2018 

FLORIDI L 7 9 0.875 1099 9 2016 

RYAN M 7 8 1.750 276 8 2020 

SAMEK W 7 8 2.333 641 8 2021 

ZHANG Y 7 10 2.333 109 14 2021 

GUIDOTTI R 6 9 1.200 368 9 2019 

LEE S 6 14 1.200 218 18 2019 
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ALI S 5 8 2.500 86 8 2022 

CABITZA F 5 7 1.250 109 7 2020 

CAMPAGNER A 5 6 1.250 109 6 2020 

5 Keyword and text analysis 

In the examination of ethical considerations in artificial intelligence, See FIGURE 4, network centrality 

measures, such as degree centrality and link strength, have been utilized. Degree centrality, counting the 

number of direct connections of a keyword, and link strength, reflecting the total strength of a keyword's 

connections, were employed to identify the most significant keywords within the network. 

The centralities of each keyword were calculated, revealing the following influential keywords in the 

context of ethics in artificial intelligence: 

• Explainable AI was found to possess the highest link strength in the network, indicating a robust

association with numerous other keywords.

• Machine Learning also exhibited high link strength, underscoring its significance in the realm of AI

ethics.

• Deep Learning emerged as another considerable keyword, with a high weighted degree.

• Ethics, being directly relevant to the theme, manifested many connections within the network.

• XAI (Explainable Artificial Intelligence), akin to "Explainable AI", emphasized the importance of

explicability in AI.

These findings suggest that explicability and understanding of AI processes, particularly in deep learning 

and machine learning, are central themes in the discourse on ethics in artificial intelligence. 

The aim of this analysis is to identify clusters of keywords that are closely related to each other, 

representing subthemes or focus areas within the broader field of ethics in artificial intelligence. The data 

from the Co-occurrence analysis, performed with VOSviewer software, which includes cluster information 

for each keyword, has been utilized. Keywords have been grouped by cluster, followed by an analysis of the 

most prominent clusters to identify the themes they represent. The grouping of keywords has been initiated, 

leading to the exploration of the largest clusters. 

The largest clusters in the keyword co-occurrence network, along with some of their representative 

keywords, are identified as follows, see TABLE III: 

In cluster I, ethics and principles, the sample of articles selected address fundamental aspects of ethics 

in artificial intelligence (AI), reflecting concerns about ethical dilemmas, privacy, and governance 

frameworks. They focus on creating consensus on ethical principles to guide the development and adoption of 

AI, evaluating existing ethical guidelines to identify omissions and overlaps [2][3]. Additionally, they explore 

ethical responsibility in the use of algorithms and data, pointing out the discontinuities between current 

practices and traditional ethical regulations [4][5]. The transition from ethical principles to concrete practices 

is discussed, highlighting the need for tools and methods that facilitate this application in the AI development 

cycle [6][7][8]. Specific ethical considerations in the use of social media data and ethical governance in 

robotics and AI systems are also addressed to foster public trust, among others. Finally, the issue of 

meaningful human control over autonomous systems is examined, proposing approaches to ensure human 

moral responsibility in both military and non-military operations [9]. Collectively, this cluster emphasizes the 

importance of a comprehensive and pragmatic ethical approach to the design, development, and application of 

AI technologies, underscoring the need for continuous dialogue between developers, regulators, and society to 

address emerging ethical challenges. 
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FIGURE 4. The co-occurrence of authors’ keywords. presents the prevalence of 541 keywords appearing in our search results using SCOPUS. The thickness of lines is an 

indication of the strength of the relationship between keywords relative to the others. The strength of these relationships was determined by the frequency with which they appeared 

together in published articles. Their inclusion into specific thematic groups was based on their clustering with a certain constellation of terms. The position of a keyword within this 

constellation represents how interrelated and frequent its co-occurrence was with other terms.
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TABLE III. Ethical themes in Artificial Intelligence Research 

Cluster Description Principal Key Words References 

Ethics and 

Principles 

This cluster is centered around the 

foundational ethical considerations and principles 

that guide the application of artificial 

intelligence. Ethical dilemmas, privacy concerns, 

and governance frameworks are prominently 

featured. 

Ethics, Research Ethics, COVID-19, Privacy, 

Bioethics, Informed Consent, Governance, 

Ethical Guidelines, Ethical Framework, social 

media 

[9], [10], [11], 

[12], [13], [14], 

[15], [16] 

Explainable 

and transparency 

in AI 

The importance of transparency and 

understandability in AI systems is highlighted in 

this cluster. Techniques and methodologies to 

make AI decisions explainable are explored 

extensively. 

Explainable AI, Machine Learning, Deep 

Learning, Explainable Artificial Intelligence, 

XAI, Explainable AI (XAI), SHAP, LIME, 

Interpretable Machine Learning 

[17], [18], 

[19], [20], [21], 

[22], [23], [24] 

AI in 

Education 

The application of AI within educational 

settings is examined, focusing on its potential to 

enhance learning outcomes and make educational 

resources more accessible. The need for AI 

literacy and trustworthy AI is also emphasized. 

Artificial Intelligence, AI, Education, 

Artificial Intelligence in Education, Big Data, 

ChatGPT, AI in Education, Natural Language 

Processing, Trustworthy AI, Explanation 

[25], [26], 

[27], [28], [29], 

[30], [31], [32] 

Bias and 

Fairness in AI 

Concerns regarding bias and fairness within 

AI algorithms are addressed. The cluster 

discusses efforts to mitigate algorithmic bias and 

promote fairness, equity, and ethical AI 

development. 

AI Ethics, Algorithmic Bias, Algorithmic 

Fairness, Fairness, Artificial Intelligence (AI), 

Algorithms, Ethical AI, Bias, Reinforcement 

Learning, Responsible AI 

[11], [16], 

[26], [33], [34], 

[35], [36], [37] 

Computer 

Vision and 

Predictive Models 

Innovations and challenges in computer 

vision and predictive modeling are explored, 

highlighting their applications and the ethical 

considerations they raise. 

Computer Vision, Visualization, Predictive 

Models, Task Analysis, Deep Neural Networks, 

Visual Analytics, Data Models, Interpretable AI, 

Training, Sentiment Analysis 

[38], [39], 

[40], [41], [42], 

[43], [44] 

Neural 

Networks and 

Security 

The development and deployment of neural 

networks in enhancing security measures are 

discussed, along with the ethical implications of 

automation and data science in security contexts. 

Neural Networks, Feature Selection, 

Security, Data Science, Automation, IoT, 

Decision Trees, Intrusion Detection, Mental 

Health, Risk Assessment 

[45], [46], 

[47], [48], [49], 

[50], [51], [52] 

Explainability 

and 

The necessity for AI systems to be 

explainable and interpretable is emphasized, 

Explainability, Interpretability, 

Transparency, Accountability, Deep, Neural 

[53], [54], 

[55], [56], [57], 
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Interpretability exploring methods to achieve transparency and 

accountability in AI applications. 

Network, Autonomous Vehicles, Black-box, 

Object Detection, Reliability 

[58], [59], [60] 

Human-AI 

Interaction 

The dynamics of human interaction with AI 

systems are investigated, focusing on trust, 

design principles for human-AI interfaces, and 

the impact of AI on user experiences and 

usability. 

Trust, Counterfactual Explanations, 

Explanations, Human-AI Interaction, User 

Study, Design, Human-Computer Interaction, 

Virtual Reality, Active Learning, Usability 

[16], [20], 

[60], [61], [62], 

[63], [64], [65] 

Internet of 

Things and 

Affective 

Computing 

The integration of AI in the Internet of Things 

and its application in affective computing are 

reviewed, highlighting the technological 

advancements and ethical considerations of 

emotion recognition and personal data usage. 

Internet of Things, Feature Importance, 

Clustering, Emotion Recognition, Shapley 

Additive Explanations, Affective Computing, 

Counterfactual Explanation 

[66], [67], 

[68], [69], [70], 

[71], [72], [73] 
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In cluster II, Explainable and transparency in AI, the articles in this cluster focus on the importance of 

transparency and comprehensibility in AI systems, exploring techniques and methodologies to make AI decisions 

explainable [10-17]. They address the challenge of the "black box" in AI systems, proposing solutions to improve 

trust and transparency [11, 12]. The need for explainability in critical sectors such as healthcare is highlighted 

[12], and the impact of explainability on users' perception of trust and acceptance of AI is examined [13]. 

Additionally, the translation of ethical principles into practices through tools and methods that promote 

explainable AI is discussed [14]. The articles suggest a multidisciplinary approach to address the demands of 

different stakeholders in explainable AI, underscoring the need for interdisciplinary research in this field [17]. 

In cluster III, AI in Education, the sample of articles analyzed addresses the implementation of artificial 

intelligence in education, highlighting not only its potential benefits but also the related ethical concerns. Topics 

such as the need for equity in access to AI-powered education ([18]), the importance of avoiding algorithmic 

biases that can influence education ([19]), and the promotion of innovative and accessible educational 

environments through educational cobots and smart classrooms ([20]) are discussed. Additionally, the role of 

MOOCs in democratizing education is examined ([21]) and the impact of tools such as ChatGPT on academic 

assessment is analyzed ([22]). These studies emphasize the importance of developing and using AI technologies in 

a way that respects fundamental ethical principles such as transparency, fairness, and respect for student privacy. 

In cluster IV, Bias and Fairness in AI, this sample of articles addresses concerns about bias and fairness 

within artificial intelligence algorithms. These efforts focus on mitigating algorithmic bias and promoting fairness, 

equity, and ethical development of AI. Topics covered range from the ethics of algorithms and meaningful human 

control over autonomous systems, to empirical studies on gender-based discrimination in STEM job 

advertisements, perceptions of automated decision-making, and the participatory design of algorithmic policies for 

governing with fairness. The need to align algorithmic fairness with legal frameworks such as the EU's right to 

non-discrimination is also discussed, highlighting the challenges of automating fairness in complex legal contexts 

and the urgency of using ethical principles responsibly in AI to prevent their manipulation. Articles [4], [9], [19], 

[26], [27], [28], [29], and [30] reflect a broad spectrum of concerns and proposed solutions for addressing bias and 

fairness in AI from ethical, technical, and legal perspectives. 

In cluster V, Computer Vision and Predictive Models, the selected sample of articles, innovations and 

challenges in computer vision and predictive modeling are addressed by [31], [32], [34], and [35], with their 

applications and ethical considerations being highlighted. Innovations for visualizing discriminative image regions 

in Convolutional Neural Networks (CNNs) are examined in article [31], enhancing transparency in computer 

vision. A visual analysis system for comparing predictive models in clinical data is presented in [32], facilitating 

evidence-based medical decision-making. The use of twin systems to explain deep learning models through 

examples is explored in [34], contributing to explainable artificial intelligence (XAI). Lastly, deep learning 

models and XAI methods for sentiment analysis in food delivery service reviews are reviewed in [35], 

emphasizing the importance of interpretability. These works reflect an effort to make AI more transparent and 

ethical, tackling everything from the localization of discriminative features to the comparison and evaluation of 

predictive models in varied contexts. 

In cluster VI, Neural Networks and Security, the collection of analyzed articles is highlighted for its critical 

intersection among neural networks, security, and ethics in artificial intelligence from a passive voice perspective. 

Topics such as explainable artificial intelligence (XAI) in cybersecurity, ethics, and privacy in AI and big data, 

applications of XAI in cyber security, and ethical and legal challenges in AI-driven cybersecurity are addressed. 

The opacity of AI systems and its negative impact on trust and security is explored, emphasizing the importance 

of transparency and explainability. The concept of Responsible Research and Innovation (RRI) is discussed as a 

framework to address these ethical challenges, ensuring the technology's benefits outweigh its drawbacks. 

Furthermore, the application of XAI across different cybersecurity domains, like intrusion and malware detection, 

is examined, highlighting the need for more interpretable AI models that can foster trust and be effectively 

managed by users. In summary, these works point to the need for a balance between advancing security 

technology through neural networks and addressing the ethical implications arising from their deployment. 

References [38], [39], [40], [41], [42], [43], [44], [45] provide a foundation for future research in this critical area 

of AI ethics. 
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In cluster VII, Explainability and Interpretability, in the selected sample of articles, [46] to [53] are 

addressed from various aspects of explainability and interpretability in artificial intelligence (AI), emphasizing the 

necessity for AI systems to be both explainable and interpretable to ensure transparency and accountability in AI 

applications. It is highlighted that transparent and accountable AI systems are crucial for decision support, object 

detection, and recognition in autonomous driving, with ethical and responsibility implications discussed for 

autonomous vehicles. Methods and applications for explaining deep neural networks are reviewed, proposing 

explainable deep learning architectures and evaluating the impact of post-hoc explanations on user perception and 

trust in AI systems. These studies underscore the ethical imperative to develop AI technologies that are not only 

advanced in performance but also accessible, understandable, and fair to users and society at large. 

In cluster VIII, Human-AI Interaction, within the field of AI ethics is addressed through the investigation of 

the dynamics of human interaction with AI systems, focusing on trust, design principles for human-AI interfaces, 

and the impact of AI on user experiences and usability. It is covered by key articles that fundamental topics such 

as significant human control over autonomous systems [9], the importance of explainability and causability in the 

perception of trust and acceptance of AI [13], and the design of explainable interactions through virtual agents 

[56] are focused on. The necessity for autonomous systems to respond to human moral reasons and to allow the 

tracing of their operations' outcomes back to humans is highlighted [9], while explainability and causability are 

identified as crucial factors in fostering users' trust and understanding of AI algorithms [13, 53, 54, 55]. 

Furthermore, the enhancement of trust in explainable AI systems by virtual agents and the relevance of human-

centered design for explanations in clinical decision support systems are examined [57, 58]. These studies 

underscore the importance of integrating ethical and humanistic considerations into AI development to ensure 

more transparent, comprehensible, and trustworthy systems. 

Cluster IX, Internet of Things and Affective Computing, the integration of Artificial Intelligence (AI) into 

the Internet of Things (IoT) and its application in affective computing are highlighted for their technological 

advancements and ethical considerations concerning emotion recognition and personal data usage. It is discussed 

how articles range from explainable AI in Industry 4.0 to digital vulnerabilities, intrusion detection systems, AI 

differentiation of facial expressions, and the GDPR framework for IoT transparency. Emphasis is placed on the 

significance of explainable AI techniques for understanding complex model decisions, addressing cybersecurity, 

privacy, and ethics in data use for emotional recognition and experience personalization. Future research is 

directed towards responsible and human-centric AI, focusing on explainability and ethics in critical systems [66], 

[67], [68], [69], [70], [71], [72], [73]. 

6 Conclusions 

This bibliometric analysis examined the ethical landscape and development of AI applications using the 

SCOPUS academic database and focusing on publications between 2013 and 2023. The analysis identified several 

key findings. The field of ethics in AI has seen significant growth in recent years, with a 40.3% annual increase in 

scientific output seen since 2019. Primary sources for this research include journals such as “IEEE Access” and 

“AI and Society". Some authors, such as Lee S, Holzinger A and Floridi L, have been particularly influential in 

this field and have made frequent and high-quality contributions. There is also a distinction between authors 

highly cited in specific debates and those with broader influence. 

The authors' keyword co-occurrence revealed nine thematic clusters representing key areas of focus in AI 

ethics research; findings that offer valuable insights into the current state of AI ethics research. The emphasis on 

explainability, fairness, transparency and human-centered design principles highlights a growing recognition of 

the importance of ethical considerations in the development of AI. The analysis also identifies emerging areas of 

interest, such as the ethics of AI in education and the use of AI in security contexts. Overall, this bibliometric 

analysis performed provides a comprehensive overview of the key themes and trends in AI ethics research. As the 

field continues to evolve, addressing these ethical challenges will be crucial to ensure the responsible and 

beneficial development of AI technologies. 

Finally, it is important to indicate that AI is experiencing exponential growth in various sectors, including 

education. However, its implementation presents significant challenges, especially in ethical and practical aspects. 

It is possible to identify common principles for the application of AI, such as transparency, responsibility, 

fairness, privacy, security, confidentiality and sustainability. This process then allows two final elements to be 

highlighted: 
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• Future Challenges:

o Practical Application: The translation of ethical principles into concrete practices remains an

area of active research.

o Impact Assessment: A deeper assessment of the real impact of ethical policies on the

implementation of AI systems is needed.

• Recommendations for the Scientific Community:

o Promote interdisciplinary collaboration between experts in ethics, computer science and

education.

o Develop specific ethical frameworks for the application of AI in educational contexts.
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