Abstract In the paper, an analysis is conducted on the intricate relationship between ethics, artificial intelligence, and cybersecurity. The ethical principles that govern the advancement of AI are examined, alongside the security issues that arise from its implementation. The ethical utilization of artificial intelligence in the realms of cybersecurity and hacking is explored. Emphasis is placed on the significance of AI ethics, particularly in terms of transparency, accountability, and fairness. Additionally, the paper delves into the security challenges that emerge as AI is adopted, such as safeguarding user privacy and ensuring equitable access to the technology.
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1 Introduction

Ethics is a word with many meanings and facets. Ethics is a field of study that has evolved throughout history and has been addressed by numerous philosophers, thinkers, and cultures at different times. Ethics has no single origin or definition, as it has been the subject of reflection and debate for millennia. Ethics has its roots in ancient Greek philosophy. Greek philosophers such as Socrates, Plato, and Aristotle made significant contributions to the study of ethics [39, 59]. In the modern era, during the Enlightenment of the 18th century, philosophers like Immanuel Kant developed ethical theories based on reason and moral duty. Kant proposed deontological ethics, which focuses on duty and morality based on universal principles [45]. In the contemporary era, namely the 20th century, philosophers like Jean-Paul Sartre and Albert Camus explored existentialist ethics, which centers on individual responsibility and freedom [65]. New branches of ethics also emerged, such as professional ethics and bioethics, which address specific ethical issues in fields like medicine, robotics, or Artificial Intelligence.

Artificial Intelligence is a field that focuses on creating systems and machines capable of performing tasks that typically require human intelligence. The challenges of AI include developing ethical systems, transparency in machine decisions, and understanding how AI can impact society [10, 16]. Since the emergence of Artificial Intelligence and the revolutionary advancements it has brought, there has been a stir ranging from people who fear artificial intelligence to those who incorporate it imperceptibly into...
their daily lives. With its ability to learn from data and make decisions, AI poses a series of ethical and practical challenges [27, 55]. On one hand, Artificial Intelligence promises innovative solutions in areas such as medicine, industry, education, and more. It can improve efficiency, automate tasks, and provide new opportunities. However, its adoption raises fundamental ethical questions, such as data privacy, algorithmic discrimination, and biased decision-making [50, 25, 19].

Among the fields of computer science, Artificial Intelligence is a fundamental area. Nevertheless, there are other highly relevant and current areas, such as Cybersecurity. Cybersecurity refers to the practice of protecting computer systems, networks, and data against cyber threats such as hacker attacks, malware, and information theft [21]. Challenges in cybersecurity include maintaining the confidentiality, integrity, and availability of information and protecting user privacy. With the growing dependence on technology, cybersecurity has become a critical challenge in the digital age [46]. In the context of cybersecurity, protection against cyber threats becomes essential. The interconnection of devices and online systems creates vulnerabilities that cybercriminals can exploit [33, 14]. Cybersecurity seeks to ensure that our systems and data are safe from attacks but also presents challenges in terms of protecting privacy and ensuring equity in access to technology [52, 44].

The development of Artificial Intelligence has enabled the creation of techniques to mitigate security risks in computer systems [44]. However, just as Artificial Intelligence has allowed the development of new methods to enhance cybersecurity, its unethical use also poses a potential tool for cybercriminals and cyberattacks [43, 83]. This article explores the intersection of ethics, artificial intelligence, and cybersecurity, analyzing the ethical principles relevant to Artificial Intelligence and the security challenges associated with its use. Furthermore, it considers the impact of these issues on society and how ethics and ethical decision-making play a fundamental role in this context.

2 Artificial Intelligence, Ethics and Cybersecurity

2.1 Ethical Principles of Artificial Intelligence

Whenever a branch of science emerges that has such a significant impact on people’s lives, ethical principles arise to be respected in the work of that field. Artificial Intelligence is no exception to this; in Artificial Intelligence, ethics plays a fundamental role in formulating guidelines and principles that guide the development and implementation of systems using AI techniques.

Ethical principles in AI have been proposed and their formulations continue to improve over the years, and these principles are essential to ensure that AI is used responsibly. There are many ethical principles that have been formulated in the context of AI; we present some that are highly relevant [20, 25, 19, 53, 12, 32, 37, 82, 78, 6, 1]:

- Transparency and Explainability: One of the fundamental principles is transparency in AI decision-making processes. AI systems must be able to explain how they arrive at their conclusions, allowing users to understand and trust their decisions. This is especially important in critical applications, such as healthcare and legal decision-making.

- Fairness and Non-Discrimination: AI should not perpetuate or amplify biases or discrimination existing in society. AI systems should be trained with diverse and representative data to ensure that there are no gender, race, or other characteristic biases in the outcomes. Measures should be implemented to correct and prevent discrimination.

- Data Privacy: Data privacy protection is essential. AI systems must handle data securely and respect individuals’ privacy. This involves compliance with regulations such as the General Data Protection Regulation (GDPR) in the European Union.

- Accountability and Responsibility: Responsibility for decisions made by AI systems must be established. This includes identifying who is accountable in case of negative outcomes or harm caused by AI. Clarity in responsibility is crucial for addressing legal and ethical issues.

- Beneficence and Non-Maleficence: AI systems should seek the benefit of humanity and avoid causing harm. This implies that AI developers and users must carefully consider the ethical implications of its use and take measures to minimize risks.
• Collaboration and Human Oversight: AI should not completely replace human supervision and decision-making. Instead, it should be used as a collaborative tool that enhances human decision-making, especially in critical areas such as medicine and security.

• Secure Development: Cybersecurity is essential in AI system development. Systems must be protected against attacks and vulnerabilities to prevent potential negative consequences.

• Just Distribution of Benefits: Ensuring that the benefits of AI are fairly distributed in society and not concentrated in a few is necessary. This involves considering aspects such as equitable access to technology and training.

2.2 Cybersecurity in the context of Artificial Intelligence

Cybersecurity is one of the branches in which AI is currently being applied, and one which includes many ethical definitions [76]. In an increasingly digitized world, information protection and online security have become key priorities. Cybersecurity refers to the measures and practices adopted to protect computer systems and networks against cyberthreats, such as data theft, malware and hacker attacks [34].

The main mechanisms used in cybersecurity are intrusion detection systems, firewalls, data loss prevention systems and antivirus software. These traditional tools are essential for detecting and mitigating known risks, but their ability to cope with constantly evolving threats is limited [34].

Nowadays, cybercriminals are using more sophisticated tactics and increasingly targeted attacks [80]. Traditional cybersecurity mechanisms rely on predefined rules and signatures to detect and block known threats. However, these approaches are static and cannot rapidly adapt to new forms of cyber-attack. What’s more, cybercriminals are also using sophisticated techniques to bypass the rules and avoid detection by traditional systems [73].

This is where AI can make the difference [11]. In cybersecurity, AI offers more advanced detection and response capabilities through the use of machine learning algorithms and data analysis techniques. AI can analyze large volumes of data in real time and identify patterns, anomalies and malicious behavior that might not be detected by traditional systems. This enables earlier detection and faster response to cyberthreats, reducing detection time and potential damage [76].

In addition, AI can adapt and learn continuously, improving its ability to identify and predict attacks as they evolve. It can thus keep abreast of the latest tactics and techniques used by cybercriminals, and provide more effective defenses against emerging threats [76].

Among the AI algorithms most commonly used in cybersecurity are neural networks, anomaly detection algorithms, Bayes classifiers and genetic algorithms. These algorithms can analyze large quantities of security data, identify suspicious patterns and make automated decisions based on the analysis of this data [80]. In addition, intelligent agents - software entities capable of sensing the environment, making decisions and acting autonomously - play a crucial role in cybersecurity. These intelligent agents interact with other security systems and coordinate responses to potential threats, using artificial intelligence algorithms to analyze data, identify malicious behavior and take action to protect systems against cyber-attacks. Their ability to adapt and learn continuously makes them a valuable tool for mitigating risks and protecting IT systems and networks [54].

However, the use of AI in cybersecurity also raises important ethical issues [85, 75]. One of these challenges concerns the interpretability and transparency of the results of AI algorithms. In many cases, AI systems make decisions based on complex models that are difficult to understand, which can lead to a lack of trust and difficulty in explaining and justifying the decisions made [34, 54].

In addition, there are ethical challenges linked to privacy and data security. The implementation of artificial intelligence systems in the field of cybersecurity involves the collection and processing of large quantities of sensitive data. This raises concerns about user privacy and the appropriate use of such data. It is essential to put in place robust data protection mechanisms and ensure that the ethical principles of privacy and confidentiality are respected [48].

Another ethical issue linked to the use of artificial intelligence in cybersecurity is the risk of discrimination and bias in algorithms. If AI models are trained on biased or discriminatory datasets, they risk reproducing and reinforcing these biases in their decisions. This can lead to unfair discrimination against certain groups, or to unintended exclusions [73, 54]. There are also issues around balancing job
opportunities and automation, and the accountability and ownership of decisions made by AI models [34, 51].

In summary, AI has revolutionized cybersecurity by enabling more effective detection and faster response to cyber threats. However, it is essential to address the ethical challenges associated with the use of AI in this field. It is necessary to guarantee the transparency and interpretability of algorithms, protect privacy and data security, and avoid discrimination and bias in AI systems used in cybersecurity. This will enable us to fully exploit the benefits of AI to protect our systems and networks without compromising fundamental ethical values.

3 Security challenges associated with the use of artificial intelligence

Security challenges in AI are a fundamental concern in the development of this advanced technology. Among the most concerning is the interpretability and transparency of the results obtained from the models. As AI algorithms become more complex and deeper, their operation becomes less clear to humans, raising significant safety and ethical issues [70]. The lack of interpretability and transparency in AI models presents several problems [34]:

- Low trust: When users or experts cannot understand how an AI model arrives at its conclusions, it is difficult to fully trust its results. This is especially critical in applications where important decisions are made, such as in healthcare or legal decision-making.

- Difficulties in bias detection: If it is not possible to understand how an AI model makes decisions, it is also difficult to identify and address possible biases and discrimination in its results. AI models can learn biases from the data they are trained on and perpetuate them without our awareness.

- Security and adversarial attacks: The lack of interpretability can be exploited by attackers to exploit vulnerabilities in the AI model. Attackers can find ways to manipulate the algorithm’s operation without being detected, which can have serious consequences in applications such as cybersecurity or fraud detection.

To address this challenge, AI researchers and developers are working on interpretability and explainability techniques [63]. These techniques seek to make AI models more transparent and understandable to humans by providing explanations for how certain decisions or predictions were made. Some of these techniques include using simpler and more understandable models, visualizing the internal activity of the model, and generating explanations based on rules or examples [17].

Another significant challenge is data privacy and security. AI requires large amounts of data for training and operation, which can lead to various vulnerabilities and risks to user privacy and information security. Some key aspects of this challenge are explained below [2, 81]:

- Data leaks: Collecting, storing and processing data to train AI models can lead to potential data leaks. If data is not handled properly or is not protected with robust security measures, it could become accessible to unauthorized individuals or fall victim to cyber attacks, compromising the privacy of individuals and organizations.

- Sensitive and personal data: Data used in training AI models often contains personal and sensitive information, such as names, addresses, medical records or financial data. If this data falls into the wrong hands, it could be exploited for malicious activities, such as identity theft or extortion.

- Re-identification risks: Although data is anonymized to protect privacy, there is a risk that it could be re-identified through linkage techniques or cross-analysis with other data sources. This could reveal the identity of the people behind the data, posing a threat to their privacy.

- Model theft: AI models trained on valuable data can be a target for intellectual property theft. If the models are stolen, they could be used by malicious actors for their own benefit or unfair competition.
Another problem associated with the use of AI is the decrease in job vacancies in sectors undergoing automation processes. Some key aspects of this challenge are detailed below [41, 22]:

- **Job displacement:** Automation through AI and advanced technologies may gradually replace certain tasks or jobs, leading to the displacement of workers in those areas. This may cause unemployment and generate economic insecurity for people who lose their jobs due to automation.

- **Retraining and reskilling:** AI implementation may require new skills and knowledge to operate and maintain these systems. Displaced workers will need retraining and reskilling opportunities to compete in a rapidly evolving labor market.

- **Economic inequality:** The adoption of AI and automation could exacerbate economic and social gaps. Those with the right skills to work with advanced technologies may benefit, while others may face difficulties finding employment.

- **Impact on specific industries:** Some industries and sectors may be more susceptible to automation than others. Routine and repetitive tasks in areas such as manufacturing, transportation, and customer service are more likely to be replaced by AI.

- **Adapting labor policies:** Governments and companies will need to develop labor and social policies to address the effects of automation on employment. This could include training and retraining initiatives, as well as measures to protect displaced workers.

Taking responsibility for decisions made by artificial intelligences (AI) is a major challenge in the field of security and ethics [56]. As AI becomes more autonomous and makes decisions that impact various aspects of society, it is crucial to determine who is responsible for the resulting actions and consequences. Some key aspects of this challenge are [64]:

- **Lack of regulation and legal framework:** As AI continues to advance, many jurisdictions have yet to establish clear laws and regulations on liability for AI decisions. This can lead to uncertainty and loopholes in the event of accidents or problematic situations.

- **Shared responsibility:** In some cases, responsibility for AI decisions may be divided among several actors, including developers, system owners, data providers, and users. Determining the specific responsibilities of each party can be complex.

- **Change in the nature of error:** While human errors may be more understandable and attributable, AI errors can result from complex and non-intuitive interactions between the system and the training data. This makes it difficult to assign responsibility should an error occur.

- **Life-and-death decisions:** In critical applications such as autonomous vehicles or healthcare systems, decisions made by AI can have direct consequences on people’s lives. Determining who is responsible in these situations is particularly complex and sensitive.

To address this challenge, it is important that developers, users and regulators work together to establish clear legal and ethical frameworks that define liability in the use of AI. In addition, it is essential to encourage transparency in the development of AI algorithms and systems to facilitate understanding of their decisions and ensure that measures are taken to mitigate bias and error. Ethics and accountability in the design and deployment of AI are critical to harnessing its benefits and minimizing the associated risks.

### 3.1 Ethics in the development of artificial intelligence for cybersecurity

To ensure ethics in the field of cybersecurity, frequently cybersecurity specialists adhere to codes of ethics. Cybersecurity codes of ethics are documents that set out the principles and ethical standards that professionals must follow in the exercise of their profession. These codes aim to promote ethical behavior, responsibility and integrity in the handling of information and systems security. Although the content may vary according to the organization or entity issuing it, some common points that could be included are [5]:

\[\text{Insert content here}\]
• Confidentiality: cybersecurity specialists must protect confidential information to which they have access during the course of their work and not disclose it without proper authorization.

• Data integrity: They must ensure the accuracy and precision of the data they handle, avoiding unauthorized alterations.

• Availability of systems: Specialists must ensure that systems and services are available and function properly for authorized users.

• Professional responsibility: They must perform their work diligently and competently, acting in the best interest of the client or organization.

• Compliance with laws and regulations: They must respect and comply with the laws and regulations applicable in their field of performance.

• Conflict of interest: Avoid situations that may generate conflicts of interest or compromise their objectivity and impartial judgment.

• Do not violate privacy: Do not take actions that invade the privacy of individuals, unless strictly necessary and in accordance with applicable laws.

• Collaboration and responsible disclosure: Promote responsible sharing of vulnerability and threat information in the cybersecurity community to improve overall security.

• Respect for copyrights and intellectual property: Do not use, copy or distribute software or other copyrighted materials without proper authorization.

• Transparency: Be transparent and honest in communicating with clients and employers about the risks and limitations of security systems.

Cybersecurity professionals are generally required to review and follow codes of ethics established by their employer, professional association or appropriate regulatory body. Conveying ethical principles to an AI performing cybersecurity tasks is an important process to ensure that the AI acts in a responsible manner that respects the privacy and security of systems [38]. Here are some ways to convey these ethical principles to an AI [5]:

• Ethical design: ethical principles should be incorporated from the beginning of AI design. Engineers and developers should consider the ethical implications of design decisions, such as privacy, transparency, and respect for user rights [72].

• Ethical dataset: When training AI, a dataset that reflects ethical principles and is free of bias and discrimination should be used. This will prevent the AI from learning undesirable or discriminatory behavior [61].

• Behavioral guidelines: AI should be programmed with algorithms and guidelines that reflect ethical principles. For example, there may be explicit rules to protect data privacy and respect laws and regulations.

• Monitoring and auditing: It is important to monitor and audit AI behavior in real time to ensure that it follows established ethical principles. This involves monitoring its activity and taking action in case ethical issues arise [47].

• Continuous learning and adaptation: AI must be prepared to learn and adapt based on new ethical guidelines or changes in rules and regulations [47].

• Interaction with humans: If AI interacts with humans, it must do so in an ethical and respectful manner. This may involve setting clear limits on the type of information the AI can collect and how it can use it [47].

• Ethical testing: Before implementing an AI in production environments, it is important to subject it to ethical testing to evaluate its behavior and detect potential ethical issues [72].
• Transparency: AI systems should be designed so that their decisions and actions are understandable to humans. Transparency allows for greater accountability and makes it easier to identify bias or inappropriate behavior.

• Developer accountability: AI developers and managers must take responsibility for ensuring that AI acts in accordance with established ethical principles.

• Ethics training: Development teams and cybersecurity specialists working with AI should receive ethics training to understand the challenges and ethical implications of their actions [72].

Among the laws and regulations that exist and must be respected by both cybersecurity specialists and the IAs developed for these tasks are the following [56]:

• Data protection laws: Many countries have data protection laws that establish how personal data should be treated and protected. AI used in cybersecurity must comply with these regulations to ensure privacy and confidentiality of information [61].

• Cybersecurity laws: Some countries have specific laws to regulate the security of computer systems and networks. These laws may require certain security and safety standards for organizations and companies operating in that country [29].

• Liability laws: AI used in cybersecurity must be subject to liability and civil liability laws in the event of a security breach or incident affecting third parties [9].

• Intellectual property laws: Intellectual property regulations should apply to AI algorithms and technologies used in cybersecurity, protecting the rights of the owners of such technologies [8].

• Sector-specific regulations: Some specific sectors, such as finance or healthcare, may have additional regulations that must affect the use of AI in cybersecurity.

The elucidated laws are not exclusive to cybersecurity experts and AI systems developed for that purpose; rather, they encompass the same legal framework applied to cybercriminals. This legal paradigm extends across various countries, where penal codes delineate a spectrum of cybercrimes, ensuring that the principles and regulations designed to address illicit activities in the digital domain are uniformly applicable. In essence, these laws serve as a comprehensive framework, transcending distinctions between those safeguarding digital security and those engaging in cyber malfeasance, establishing a standardized approach to combat cyber threats on a global scale. [68]

In the cybercrime landscape, where the clandestine actions of proficient hackers often elude identification, the Budapest Convention on Cybercrime [69, 15] emerges as a pivotal response to these challenges. This international treaty, primarily tailored for European nations, outlines a comprehensive framework for addressing cyber threats and offenses. It establishes a set of legal measures and cooperation mechanisms to combat various forms of cybercrime. Notably, its impact extends beyond Europe, with studies and analyses conducted in countries like Peru [49] and Chile [7] in Latin America, reflecting the global relevance of its principles. Some of the crimes classified in these countries are the following [28, 7, 49]:

• Unauthorized access to computer systems
• Computer fraud
• Facilitation of means for computer fraud
• Computer espionage
• Unauthorized disclosure of private data or content
• Receipt of computer data
• Dissemination of programs intended to damage or interrupt
• Damage to computer or telematic systems
• Violation, theft, and deletion of correspondence
• Illegal interception, hindrance, or interruption of communications
• Falsification, alteration, or deletion of the content of computer
• Possession of child pornography

Despite the existence of well-defined cybercrime statutes and laws, there are instances where a proficient hacker adeptly avoids leaving traces, shrouding their identity in a veil of anonymity. Consequently, determining the perpetrator of an attack or identifying the individual who violated the law becomes a formidable challenge. In such cases, the absence of apparent accountability underscores the elusive nature of these skilled individuals, leaving law enforcement and cybersecurity experts grappling with the complexities of attribution in the digital landscape [77].

It is important to note that the legal and regulatory landscape around AI is constantly evolving and may vary by country and region. New regulations specific to AI in cybersecurity may have emerged after my date of knowledge. Therefore, I recommend you consult updated and legal sources for more accurate and current information on current regulations in this field [2].

3.2 Impact of ethics on artificial intelligence for cybersecurity development

Cybersecurity with AI presents a number of ethical challenges and constraints that can affect its effectiveness and application [2]. Some ways in which ethical constraints can impact AI cybersecurity techniques include the following [56, 4]:

• Constraints on data collection and use: Ethical constraints on the collection and use of personal data can limit the amount and quality of data available to train AI models. This can affect the ability of AI systems to effectively identify and mitigate threats.

• Bias and discrimination: Ethical consideration of avoiding bias and discrimination in AI systems may lead to restricting or having to adjust training with historical data. This may affect the accuracy and efficacy of models in certain contexts.

• Transparency and explainability: Requiring transparency and explainability of AI models may limit the use of more complex and difficult-to-interpret artificial intelligence techniques. Simpler but less precise approaches may be preferred to facilitate understanding and accountability.

• Security vs. privacy dilemma: In some cases, there may be an ethical dilemma between ensuring security and protecting private data. The need to maintain privacy and protect the rights of individuals may restrict certain cybersecurity practices involving analysis of or access to sensitive data.

• Limitations on experimentation and testing: Ethical restrictions may make it difficult to test in real-world environments or experiment with potential threats to evaluate the effectiveness of AI techniques. This can lead to a lower level of confidence in AI cybersecurity systems prior to implementation.

In summary, ethical constraints may affect the development and implementation of intelligent AI cybersecurity techniques, as ethical values and principles must be taken into account when making decisions about the design, training, and use of these systems. However, it is also important to note that ethical consideration is essential to ensure that AI in cybersecurity is used responsibly, fairly, and with respect for the rights of the users and individuals involved [56].

By complying with ethical constraints and sound ethical principles, trust in AI applications in cybersecurity is fostered. Trust is a crucial factor in the adoption and acceptance of these technologies. Ethical constraints establish clear responsibilities in the development and use of AI in cybersecurity. This helps ensure that organizations and individuals are accountable for their actions and decisions should incidents or problems occur. Irresponsible or negligent practices in the implementation of AI in cybersecurity are avoided and ethical issues can be identified and resolved before they become significant obstacles. This provides greater adaptability and resilience to AI-enabled cybersecurity systems.
3.2.1 Open Source Artificial Intelligence Techniques and Cybersecurity

One of the key challenges in the field of cybersecurity is the use of open-source artificial intelligence techniques. The open-source approach brings transparency and allows for public review, fostering collaboration in projects that can lead to continuous improvements in cybersecurity techniques. The involvement of multiple experts facilitates the contribution of ideas and enhancements, thereby accelerating the development of security solutions. The availability of open-source code also streamlines the implementation of these solutions, enabling organizations to adapt efficiently to new threats [35, 74].

However, the accessibility of the source code can be a double-edged sword, as it carries the risk of exposing potential weaknesses in the system to potential attackers. They can analyze open-source code to identify vulnerabilities and design specific attacks. Open-source tools are used by both defenders and attackers, providing the latter with a means to understand existing defenses and improve their tactics [35, 74].

In summary, the use of free software or open-source software in the artificial intelligence techniques for the cybersecurity offers advantages in terms of the transparency and the collaboration, but also poses challenges in terms of the exposure to threats and the dependence on the community.

3.3 Artificial Intelligence and Its Role in Hacking: An Ethical and Unethical Perspective

Malicious agents are seeking to access private information for illegal or profit-driven purposes; these are malicious hackers or cybercriminals. These Black Hat Hackers are often experts in computer systems who break into an individual’s or company’s devices and networks with malicious intent to steal or damage their information, compromising their security. They violate computer security for personal gain. These are individuals who often want to demonstrate their extensive knowledge of computers and commit various cybercrimes such as identity theft, credit card fraud, and denial of service attacks, among others [30].

To prevent this, experts in systems, especially in network and internet security protocols, use their knowledge to carry out tests that identify vulnerabilities and overcome an organization’s security measures; these individuals are known as ethical hackers or pen-testers. The latter conduct security audits through procedures such as penetration testing, vulnerability testing, or simply "pen tests" with prior approval from the organization. The results are delivered to the system administrators, who implement improvements to eliminate risks and threats. In summary, ethical hackers are essential to ensure the integrity and reliability of computer and computing systems [31].

Artificial intelligence has a multitude of benefits and uses in cybersecurity. With the rapid evolution of cyberattacks and the proliferation of devices in today’s world, artificial intelligence and machine learning can help keep up with cybercriminals, automate threat detection, and respond more efficiently than traditional software-based or human-driven methods [67].

In the realm of ethical hacking, efforts are made to exploit digital traces left by cybercriminals; this is known as intrusion signatures. Pentesters with expertise in AI build large datasets from these traces to feed algorithms that help identify attacker flaws and habits for detection and prevention. An AI system can be trained to detect intrusions in real-time if there is a sufficiently large library of these traces and patterns. Some examples of cybersecurity uses are [62, 3]:

- Identification and prevention of spam and fraudulent emails: Several email platforms like Outlook or Gmail use Artificial Intelligence to identify spam or fraudulent emails. These AIs are trained by millions of users who provide feedback, correcting classification decisions made by the algorithm in real-time. As a result, these algorithms can identify even the most subtle spam emails that attempt to go unnoticed.

- Fraud detection: Many banking entities use AI-based fraud detection systems that utilize algorithms based on expected consumer behavior to identify fraudulent transactions. These systems examine normal customer purchase patterns, the seller, transaction location, and many other data points to determine if a purchase is unusual.
• Botnet detection: Botnet detection is a highly complex area often relying on pattern recognition and proxy server synchronization analysis. Botnets are typically controlled by a master script of instructions, so a large-scale botnet attack usually involves a large number of "users" performing the same query to a server during a single attack and is very difficult to contain or even identify by a human. Hence, automated systems are used to identify these connection patterns and allow for almost instant identification of a DDoS attack and taking action accordingly.

These are just some of the areas where artificial intelligence has been utilized in cybersecurity. There is a wealth of research articles providing compelling data supporting the effectiveness of artificial intelligence in the field of cybersecurity. According to most research studies, the success rate in identifying cyberattacks ranges from 85 to 99 percent. In [40], a system of Artificial Neural Networks (ANN) with backpropagation is proposed for identifying spam SMS messages, achieving an accuracy of 95.81%. This approach is compared with other algorithms such as Support Vector Machines, Random Forests, or K-Nearest Neighbors, where accuracies range between 60% and 90% in all cases. Additionally, in [66], a comparison is conducted among various email spam classification algorithms, considering three different techniques: Abundance of Advanced Features, Enhanced Feature Selection, and an Ensemble Spam Classifier. In this analysis, a higher accuracy of 89% is achieved using the latter mentioned method.

In [24], a methodology for credit card fraud detection using machine learning techniques is introduced. A neural network based on an isolation forest, achieving an accuracy of 95%, is compared with a linear regression system, reaching an accuracy of 98%. These accuracy rates are considerably higher compared to another employed algorithm, specifically a K-Means model, which achieves an accuracy of 54%. Another example of a system for fraud detection is found in [58], where a framework for predicting fraudulent transactions using Graph Neural Networks (GNN) designed for online platforms is proposed.

Recently, there has been a trend in studying the possibilities that arise from combining classical botnet detection mechanisms with statistical machine learning techniques. These methods include the use of supervised and unsupervised algorithms to make intelligent decisions based on collected packet features, and in many cases, they have the potential to outperform traditional botnet detection methods [23]. For example, a botnet detection system based on neural networks demonstrated an accuracy of 98.6% in tests conducted in the work [18]. In another method developed to detect the spread of botnets on IoT devices, an accuracy of 97.3% was achieved using a logistic regression model [57].

But what happens when cybercriminals use artificial intelligence in their cyberattacks?

There is a significant risk that cybercriminals can launch their own AI-driven cyberattacks. The DARPA Cyber Grand Challenge, a hackathon, was one of the first to show what an AI-driven cyberattack could look like. Several teams in this competition managed to carry out automated cyberattacks, including the creation of vulnerabilities, patch production, and targeted attacks. This malicious use of artificial intelligence increases the speed and success rate and expands the capabilities of attacks. Furthermore, hackers are capable of deceiving AI-based systems in various ways. As an example, a group of researchers demonstrated that they could trick autonomous vehicles by abusing the vehicles’ traffic sign recognition system. Using simple tools like graffiti and art objects, they managed to convince the cars to misinterpret traffic signs. To deceive AI-based cybersecurity, cybercriminals must first attack the categorization algorithms that AI has learned to recognize and exploit [36].

3.4 Ethics of AI Impact on Society and Public Trust

Trust is a fundamental human mechanism necessary to address vulnerability, uncertainty, complexity, and ambiguity in situations collectively constituting a risk. Within the context of trust in Artificial Intelligence, it is important to clearly define two points. First, trust in Artificial Intelligence, which refers to a computer’s ability to make decisions with a certain degree of independence, and second, trust in the companies and institutions that implement and use these systems, often in opaque ways for end-users [42]. The autonomous functioning of AI has shifted the balance of power between humans and machines, making it necessary for humans to trust technology. Furthermore, the deep learning algorithms that power today’s AI lack sufficient transparency and explainability, adding difficulty to the challenge of creating trustworthy technology for the public [71]. To gain trust in AI systems, certain requirements must be met [26]:
• Human Mediation and Supervision: There must be a mechanism for human supervision through a human-machine interaction approach.

• Technical Robustness and Security: AI systems must be secure, reliable, and reproducible to minimize unintended harm.

• Data Privacy and Data Governance: Data privacy and protection must be ensured, requiring an appropriate data governance framework.

• Transparency: AI systems must be transparent, and their decisions must be explainable to stakeholders. People should be informed about the capabilities and limitations of the systems.

• Diversity, Non-discrimination, and Equity: AI systems must be accessible to all, and unfair biases must be avoided.

• Social and Environmental Well-being: AI systems must benefit humans and consider the social impact and environmental consequences of their decisions.

• Responsibility: Mechanisms must be established to ensure the accountability of AI systems and their outcomes.

Similarly, trust in technology companies has become a widely debated topic today. A statistical study revealed that Americans perceive technology companies to have a more positive impact on society than other institutions, such as the media and the government. However, their feelings about the handling of ethics by technology companies have dramatically declined since 2015. There is also considerable variation in how the public views individual technology companies; a consistent finding in surveys is that the public largely distrusts Facebook/Meta, especially regarding the handling of personal data [84].

It is also essential to highlight the vast amount of personal data we feed into large algorithms every day, destined to arbitrarily create a characteristic profile of each individual, including their likes, preferences, trends, and any information that enables targeted advertising for the purchase of certain products or the focus of electoral campaigns on specific audiences. Most of these data are collected through online interactions, often hidden behind intentionally opaque “Terms and Conditions” or with mandatory cookie systems that are not easily understood by the average user, who may not be aware of data privacy and security. They often click the button just to access the information they need [60].

This massive amount of information collected by large companies is, in most cases, not used to improve the service provided to users. Typically, it is utilized for generating personalized ads, targeted marketing campaigns, and, in general, mechanisms for maximizing profits by companies or third parties to whom all this data is sold. This accumulation of personal information also presents a highly attractive target for attackers interested in accessing all this data, as with just one breach, they can gain access to the personal information of millions of people. An example of this is the sale of the data of 700 million LinkedIn users on the DarkWeb in 2021, or the leak suffered by Yahoo! in 2013 where the names, email addresses, phone numbers, dates of birth, hashed passwords, and, in some cases, security questions and their respective answers of up to 3 billion accounts were exposed [13, 79]. Although the responsibility falls almost entirely on the companies, it is important that users are aware of the information they are sharing, with whom, and for what purpose.

Society distrusts artificial intelligence systems, but it has gradually come to accept algorithms making potentially important decisions in daily life as a daily norm. Organizations developing artificial intelligence have the responsibility to implement AI systems properly and ensure they comply with ethical standards. However, to achieve public trust, an authority is needed to compel organizations to take these responsibilities seriously and validate their interpretations of these standards. Public trust requires the development of a broader infrastructure that creates conditions for trustworthy AI to thrive: a whole system of rules is needed, along with resources to train adequately qualified individuals to enforce these rules [60].
4 Conclusions

Ethics stands as a fundamental pillar in the development of Artificial Intelligence (AI), outlining key principles such as transparency, fairness, privacy, accountability and beneficence. Cybersecurity, a prominent beneficiary of AI, has improved the detection and response to threats, covering areas such as spam identification, bank fraud detection and botnet identification, although the opacity in the algorithms poses ethical challenges.

Privacy and security of data, essential in the training of AI models to prevent attacks, are threatened by risks of leaks and model theft. Transparency, real-time supervision and ethical training emerge as crucial factors for the responsible action of AI in cybersecurity.

The open source approach of AI for cybersecurity facilitates transparency and collaboration, but entails risks of exposing weaknesses to attackers. The intersection between AI and cybersecurity reveals a dual landscape, with ethical applications, such as “ethical hackers” and potential threats, such as the malicious use of AI by cybercriminals.

Although AI plays a crucial role in the detection and prevention of threats, the possibility of cybercriminals using AI poses significant risks. The decline in trust in the ethical management of technology companies is linked to the concern for the privacy of data collected in an opaque way. The responsibility lies with these companies to implement ethical and transparent systems. The massive accumulation of data presents risks both in security and in its use. The lack of awareness about privacy and security, coupled with opaque practices, creates an environment conducive to violations and exploitation of data. Compliance with laws and regulations, such as those for data protection, is imperative for an ethical deployment of AI in cybersecurity. Although ethical restrictions may affect the collection and use of data, it is necessary to weigh the biases caused by such restrictions, seeking to ensure accountability and trust.

To sustain trust in AI and its contribution to cybersecurity, a robust infrastructure with clear rules, resources for the training of professionals and the effective application of ethical standards is required. Public trust not only rests on the ethics of technological development, but on a normative framework that ensures accountability and ethical compliance by the implementing organizations of these technologies.
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